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Storage System in DBMS

• A database system provides an ultimate view of the stored data. 

• Data in the form of bits, bytes get stored in different storage devices.

Types of Data Storage

• Primary Storage

• Secondary Storage

• Tertiary Storage





Primary Storage

• It is the primary area that offers quick access to the stored data. 

• We also know the primary storage as volatile storage. 

• It is because this type of memory does not permanently store the 
data. 

• As soon as the system leads to a power cut or a crash, the data also 
get lost. 

• Main memory and cache are the types of primary storage.



Secondary Storage

• Secondary storage is also called as Online storage. 

• It is the storage area that allows the user to save and store data 
permanently. 

• This type of memory does not lose the data due to any power failure 
or system crash. 

• That's why we also call it non-volatile storage.



Tertiary Storage

• It is the storage type that is external from the computer system. 

• It has the slowest speed. 

• But it is capable of storing a large amount of data. It is also known as 
Offline storage. 

• Tertiary storage is generally used for data backup



Storage Hierarchy



B-tree Index

• The B-Tree index is a very commonly used database index 
structure that allows for high-speed searching and sorting of data 
with minimal storage overhead for the index. 

• Hash indexes are single-column indexes storing the 4-byte results of a 
hash algorithm of the index key.

• The hash value maps to a bucket storing a pointer to the row in the 
heap table. I’ll explain the advantages and drawbacks of the hash 
index a bit later

https://orangematter.solarwinds.com/2021/05/27/why-does-my-database-need-indexes/?CMP=LEC-BLG-S1BLG-0_0_X_0_X_0_EN_0_SW-XDB-20220728_PostgresIndex_X_X_X_X-X


Cont….

• B-tree indexing is the process of sorting large blocks of data to make 
searching through that data faster and easier. 

• A B-tree stores data such that each node contains keys in ascending 
order

• Each of these keys has two references to another two child nodes. 
The left side child node keys are less than the current keys, and the 
right side child node keys are more than the current keys. 

• Its search time is O(log(n)).



Hashing
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Static Hashing

• Hashing provides a means for accessing data without the use of an 
index structure.

• Data is addressed on disk by computing a function on a search key 
instead.



Organization

• A bucket in a hash file is unit of storage (typically a disk block) that 
can hold one or more records.

• The hash function, h, is a function from the set of all search-keys, K, 
to the set of all bucket addresses, B.

• Insertion, deletion, and lookup are done in constant time.



Querying and Updates

• To insert a record into the structure compute the hash value h(Ki), and 
place the record in the bucket address returned.

• For lookup operations, compute the hash value as above and search 
each record in the bucket for the specific record.

• To delete simply lookup and remove.



Properties of the Hash Function

• The distribution should be uniform.
• An ideal hash function should assign the same number of records in each 

bucket.

• The distribution should be random.
• Regardless of the actual search-keys, the each bucket has the same number of 

records on average

• Hash values should not depend on any ordering or the search-keys



Bucket Overflow

• How does bucket overflow occur?
• Not enough buckets to handle data

• A few buckets have considerably more records then others.  This is referred to 
as skew.
• Multiple records have the same hash value

• Non-uniform hash function distribution.



Solutions

• Provide more buckets then are needed.

• Overflow chaining
• If a bucket is full, link another bucket to it. Repeat as necessary.

• The system must then check overflow buckets for querying and updates.  This 
is known as closed hashing.



Alternatives

• Open hashing
• The number of buckets is fixed

• Overflow is handled by using the next bucket in cyclic order that has space.
• This is known as linear probing.

• Compute more hash functions.

Note: Closed hashing is preferred in database systems.



Indices

• A hash index organizes the search keys, with their pointers, into a 
hash file.

• Hash indices never primary even though they provide direct access.



Example of Hash Index



Dynamic Hashing

• More effective then static hashing when the database grows or 
shrinks

• Extendable hashing splits and coalesces buckets appropriately with 
the database size.
• i.e. buckets are added and deleted on demand.



The Hash Function

• Typically produces a large number of values, uniformly and randomly.

• Only part of the value is used depending on the size of the database.



Data Structure

• Hash indices are typically a prefix of the entire hash value.

• More then one consecutive index can point to the same bucket.
• The indices have the same hash prefix which can be shorter then the length 

of the index.



General Extendable Hash Structure 

In this structure, i2 = i3 = i, whereas i1 = i – 1



Queries and Updates

• Lookup
• Take the first i bits of the hash value.

• Following the corresponding entry in the bucket address table.

• Look in the bucket.



Queries and Updates (Cont’d)

• Insertion 
• Follow lookup procedure

• If the bucket has space, add the record.

• If not…



Insertion (Cont’d)

• Case 1: i = ij
• Use an additional bit in the hash value

• This doubles the size of the bucket address table.

• Makes two entries in the table point to the full bucket.

• Allocate a new bucket, z.
• Set ij and iz to i

• Point the second entry to the new bucket

• Rehash the old bucket

• Repeat insertion attempt 



Insertion (Cont’d)

• Case 2: i > ij
• Allocate a new bucket, z

• Add 1 to ij, set ij and iz to this new value

• Put half of the entries in the first bucket and half in the other

• Rehash records in bucket j

• Reattempt insertion



Insertion (Finally)

• If all the records in the bucket have the same search value, simply use 
overflow buckets as seen in static hashing.



Use of Extendable Hash Structure:  
Example 

Initial Hash structure, bucket size = 2



Example (Cont.)
• Hash structure after  insertion of one Brighton and 

two Downtown records



Example (Cont.)
Hash structure after insertion of Mianus record



Example (Cont.)

Hash structure after insertion of  three Perryridge records



Example (Cont.)

• Hash structure after insertion of Redwood and Round Hill records



Comparison to Other Hashing Methods

• Advantage: performance does not decrease as the database size 
increases
• Space is conserved by adding and removing as necessary

• Disadvantage: additional level of indirection for operations
• Complex implementation



Ordered Indexing vs. Hashing

• Hashing is less efficient if queries to the database include ranges as 
opposed to specific values.

• In cases where ranges are infrequent hashing provides faster 
insertion, deletion, and lookup then ordered indexing.


